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QUERY SERVICE TO REQUEST ACCESS
TO LOCATION INFORMATION

800

|

Y

QUERY SERVICE ROUTINE READS
SERVICES TABLE
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e’

~

Y

SERVICE MEETING REQUEST
AVAILABLE?

YES

Y

E

812
N HANDLE TO SERVICE RETURNED
TO APPLICATION
816 !
. | APPLICATION OPENS
THE SERVICE
Y
820 APPLICATION CALLS LOCATION
N DATA USING READ SERVICE
ROUTINE
824 READ SERVICE ROUTINE CALL IS
- SENT FROM THE APPLICATION
TO THE SERVICE ENGINE
828 SERVICE SPECIFIC FUNCTION GETS
__| LOCATION INFORMATION, RETURNS

TO LOCATION BASED APPLICATION

END

Fig. 8
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CALLS QUERY SERVICE TO 1400
REQUEST ACCESS TO L

LOCATION INFORMATION

! 1404 Fig. 14

QUERY SERVICE ROUTINE )
READS SERVICES TABLE

Y 1408
SERVICE MEETING NO
< REQUEST AVAILABLE? 7
y YES 1412
SERVICE ID J/
RETURNED TO APPLICATION

y
APPLICATION OPENS SERVICE
USING OPEN SERVICE ROUTINE, | 71416
COMMUNICATION SESSION |/
ACROSS INTERFACE BETWEEN
PLATFORMS CREATED

Y
APPLICATION CALLS LOCATION

DATA USING READ SERVICE 1420
ROUTINE —
¥

READ SERVICE ROUTINE CALL
MAPPED TO SERVICE SPECIFIC

FUNCTION LISTED IN 1424
SERVICES TABLE ON REMOTE L/
PLATFORM
Y
INTERFACE ENGINE ON CIS RECEIVES [ ‘b
CALL, MAKES READ SERVICE ROUTINE | 71428 (EnD
CALL ON CIS }
Y
SERVICE ENGINE GETS REQUESTED 1432
INFORMATION, RETURNS INFORMATION " 1440
TO INTERFACE ENGINE 1436 (
Y |
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1704 404
1700 «, 1708 ) 1712
L\ )
Field Name Data ’ Field Description 4
Type
Name String | Name of Managed Application
SvcExec String { Executable image to be invoked
StartTime Word | 1:Start on boot
2:Start on demand
ExeclD Word | Unique ID for the executable image
SvcClass Word [ Service class
SvcType Word | Service Type
SvcAncillary String | Additional service description information. May include
version info, efc. _
MaxRefs Word | Maximum number of simultaneous connections to the
service.
RemAccess Bool | True: remote access permitted;
False: not permitted
StatusFreg Word | CPCF status monitoring frequency - in seconds
StatusTimeout | Word | Maximum time allowed to respond to status request
RestartPolicy Word | 1: terminate on status response timeout
2: Restart application on status response timeout
Privileges TBD | Specifies the privileges required for a Client to connect to
the service.

Fig. 17A
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1716 404
\ 1704 1708 2 1712
— )
) / Dynamic Service Table /
SvclD Word | Service ID
RefCount Word | Current number of connections to the service

ControlChannel | Word

Reference to the control channel through which the
CPCF communicates with the Service Engine
providing this service.

SvcState

Word

1: Not invoked (an invoke on demand service)
2: Invoked (no services registered)

3: Running (service posted by service engine)
4: Service not responding

Fig. 17B
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1808
1804 1800 410
/ ) 1812 )
/I VA /l
Field Name Data -] Fielc{ Description
~— Type
SvcEngine String | Name of the service engine
SvcExec String | Reference to executable file of service engine
StartTime Word | 1:Start on boot
2:Start on demand (on service request)
StatusFreq Word | CPCF status monitoring frequency - in seconds
SvcClass Word | Service class
SvcType Word | Service Type
StatResponse | Word | Maximum allowed time to respond to status request.
RestartPolicy Word | 0: terminate on status response timeout
1: Restart on status response timeout
2.

Fig. 18
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1

ENABLING INTEROPERABILITY BETWEEN
DISTRIBUTED DEVICES USING DIFFERENT
COMMUNICATION LINK TECHNOLOGIES

FIELD OF THE INVENTION

The present invention is directed to providing interoper-
ability between or among devices and functions. In particu-
lar, embodiments of the present invention enable distributed
devices and applications to interoperate even though such
devices and applications are implemented on different plat-
forms and use different communication link technologies.

BACKGROUND OF THE INVENTION

As devices have become increasingly capable, the desir-
ability of exchanging information between devices has
increased. However, different devices often use different,
incompatible communication link technologies. Accord-
ingly, allowing devices to exchange information has been
difficult.

The desirability of allowing communications between
different devices that are not formally associated with one
another, for example by being interconnected to the same
network, has also increased as devices have become more
portable. In particular, because any number of different
devices can be associated with a user or a work space, it
would be desirable to allow different devices to exchange
information or share resources. For example, it would be
desirable to allow a global positioning system (GPS)
receiver associated with the user to provide location infor-
mation to a personal digital assistant (PDA) associated with
that user and running a mapping application to exchange
information. Furthermore, it would be desirable to allow
such a PDA to initiate automatic dialing of numbers held in
a directory stored on the PDA by a wireless telephone also
associated with the user. As yet another example, it would be
desirable to allow such devices to communicate with a
vehicle data bus, such as a controller area network (CAN)
and to exchange information with one another, when located
in or associated with a user’s vehicle.

Although systems integrating the functions of various
types of devices have recently been made available, such
arrangements are not truly flexible. For example, devices
integrating PDAs and telephones, or PDAs and GPS receiv-
ers, are now available. However, such devices tend to be
cumbersome to use and expensive. In addition, the ability of
such devices to communicate with additional devices has
been limited or nonexistent. As still another example,
vehicle manufacturers have offered cellular telephones that
are capable of being interconnected to audio, visual display,
and data entry functions provided by automobiles. However,
such systems have been difficult or impossible to upgrade
when new technology, for example new cellular communi-
cation technology, has become available. Such systems have
also been incapable of allowing various functions otherwise
available on the vehicle to be integrated with one another,
thereby limiting the potential for information sharing, and
have typically had no ability to interconnect a vehicle to
devices other than a specific model of cellular telephone.
Furthermore, such systems have been expensive.

In many cases, the difficulty with allowing different
devices to share information has been the fact that different
devices often use incompatible firmware or operating sys-
tems. Furthermore, different devices often use different
communication link technologies. Accordingly, in order to
allow devices to communicate with one another, it has been
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2

necessary for developers to specifically plan ahead, and
provide extensive specialized code, in order to allow for
such interoperability. In particular, developers have been
required to anticipate and to provide programming to sup-
port interoperability between known devices as part of their
development. Accordingly, devices have not been capable of
interoperating with other devices unless prior knowledge of
the exact operating parameters of such other devices was
available. Also, devices intended for communication with
one another would need to be provided with compatible
communication link technology.

Attempts at overcoming some of these limitations have
been made. For example, computer networks have been used
to exchange information between different devices. How-
ever, such arrangements have required individual devices to
provide all of the layers required for communications over
that network, either through integration with the device itself
or through the use of a specialized adaptor for that device.
In addition, in order for different devices to share informa-
tion, the higher level protocols of at least one of the devices
must conform to those of the other device. Accordingly, even
when devices have been designed to be compatible with a
communication link comprising an existing network, they
must still adapt to the requirements of one or more other
devices if information is to be exchanged or resources
shared. For example, attempts have been made to expand the
types of devices in a vehicle that can be interconnected using
a standardized communications protocol. However, such
systems do not solve the problem of requiring each inter-
connected device to be specially adapted to the standardized
protocol, the standardized protocol must include messages
required by all the interconnected devices, and the intercon-
nected devices must support the communications link tech-
nologies used by the system. Therefore, such systems have
remained inflexible and expensive to implement, and have
required prior knowledge of the devices that can be joined
to the system and the capabilities of those devices.

SUMMARY OF THE INVENTION

The present invention is directed to solving these and
other problems and disadvantages of the prior art. According
to embodiments of the present invention, an apparatus for
enabling interoperability between and/or among different
devices is provided. According to such an apparatus, a
central communications interface system (CIS) has a con-
nection framework process that allows different devices and
applications to advertise their own services and search for
the services of other devices or applications. In addition, the
connection framework process functions as a facility or
mechanism by which devices or applications can subscribe
to and receive requested events from other devices or
applications.

Embodiments of the apparatus also provide interfaces to
allow different devices using a number of different commu-
nications link technologies or communications channels to
operably interconnect with the interface system. Such inter-
faces may include both the physical hardware (i.e., layer 1
of the standard network communication stack model), and
software tools or modules that provide the functions of the
link layer (layer 2), the network layer (layer 3) and the
transport layer (layer 4), as required by the particular com-
munication link technologies that are supported or enabled.
The communication resources provided by the communica-
tions interface system can be used by applications to access
or obtain information from different services, other appli-
cations or devices without a priori knowledge of the exist-
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ence of the services, other applications or devices available
in connection with a particular instance of a system or of the
communication link interconnecting devices to the system.
As a result, applications or services that wish to share
information or processes with other applications or to access
information and processes available from other applications
or services, whether or not such applications are running on
the same or different platforms or devices, need only con-
form higher level communications to messages that can be
understood by the communications interface system. In
particular, apart from using messages required by the com-
munications interface system in order to perform functions
such as advertising services and subscribing to events,
embodiments of the communications interface system dis-
closed herein can handle, if necessary, the translation of
specialized messages required by a service or application, or
required in order to utilize specialized features of the service
or application. Alternatively or in addition, embodiments of
the communications interface system may provide a handle
allowing applications to access raw data provided by ser-
vices.

In order to provide support for different devices, services
and applications, a communications interface system in
accordance with embodiments of the present invention may
provide various service engine components. The use of
service engines allows the communications interface system
to present one or more standard interfaces for devices
interconnected to the system through the service engine.
Such service engines enable industry or domain standard
data formats to be utilized by interconnected devices.
Accordingly, modifications to interconnected devices are not
required in order to allow communication with the interface
system. Furthermore, service engines that comprise adaptor
software for devices that do not conform to standard data
formats can be provided for nonstandard devices. By pro-
viding service engines or interfaces normalized to the par-
ticular interconnected devices, the interfaces appear as
streaming data interfaces. Furthermore, by supporting ser-
vice or application level messages required by a service or
application through service engines, any information or
resource available through a service or application can be
provided to any other service or application even if the
separate services or applications would be completely
unable to communicate with one another in the absence of
the communication interface system.

In accordance with further embodiments of the present
invention, a communications interface system may be inter-
faced to a device that provides a second communications
framework process. Accordingly, multiple devices, each
running a communication framework process in accordance
with embodiments of the present invention, may operate as
interconnected hubs.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A is a block diagram of components of a system in
accordance with embodiments of the present invention;

FIG. 1B is a schematic depiction of components in
accordance with embodiments of the present invention;

FIG. 2 is a block diagram depicting levels of communi-
cation between a communications interface system and an
interconnected remote platform in accordance with embodi-
ments of the present invention;

FIG. 3 is a block diagram depicting hardware components
that may be included in a communications interface system
in accordance with embodiments of the present invention;
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FIG. 4 is a block diagram depicting a communications
interface system with interconnected devices in accordance
with embodiments of the present invention;

FIG. 5 is a flow chart illustrating a service initialization
process in accordance with embodiments of the present
invention;

FIG. 6 illustrates a service registration process in accor-
dance with embodiments of the present invention;

FIG. 7 is a block diagram depicting a local application
accessing data from an interconnected device in accordance
with embodiments of the present invention;

FIG. 8 is a flowchart depicting aspects of the operation of
a communications interface system in facilitating access to
an interconnected device by a local application in accor-
dance with embodiments of the present invention;

FIG. 9 illustrates a services discovery process in accor-
dance with embodiments of the present invention;

FIG. 10 is a block diagram depicting a remote platform
accessing data from a device in accordance with embodi-
ments of the present invention;

FIG. 11 illustrates inter-platform control message pro-
cesses in accordance with embodiments of the present
invention;

FIG. 12 depicts communication channels in accordance
with embodiments of the present invention;

FIG. 13 depicts information and message flows in con-
nection with establishing access to a service in accordance
with embodiments of the present invention;

FIG. 14 is a flowchart depicting aspects of the operation
of' a communications interface system in facilitating access
to a service associated with a remote platform in accordance
with embodiments of the present invention;

FIG. 15 illustrates communications between elements of
a system in accordance with embodiments of the present
invention;

FIG. 16 is a block diagram depicting a communications
interface system interconnected to a number of remote
platforms in accordance with embodiments of the present
invention;

FIG. 17A illustrates the contents of a static services table
record in accordance with embodiments of the present
invention;

FIG. 17B illustrates the contents of a dynamic services
table record in accordance with embodiments of the present
invention;

FIG. 18 illustrates the contents of a services initiation
table record in accordance with embodiments of the present
invention;

FIG. 19 is a flowchart depicting aspects of the operation
of a communications interface system in accordance with
embodiments of the present invention in connection with an
exemplary scenario; and

FIG. 20 depicts a communications interface system in
accordance with embodiments of the present invention in an
exemplary application.

DETAILED DESCRIPTION

FIG. 1A is a block diagram depicting components of a
communication system 100 in accordance with embodi-
ments of the present invention. In general, the communica-
tion system 100 includes a plug and play telematics control
unit or communications interface system (CIS) 104 that may
be used in and/or specially configured for home, automobile,
office, or other environments. As shown in FIG. 1A, the CIS
104 may be interconnected to a portable device 10 such as
a telephone, smart telephone, cellular telephone, personal
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digital assistant, media player, digital camera, or other
portable device. The CIS 104 may additionally be intercon-
nected to one or more accessories 14. Examples of acces-
sories include wireless communication devices, including
Bluetooth or WiFi interfaces, memory, global positioning
system (GPS) devices, magnetic card readers, monitors, or
other accessory devices. Where an accessory 14 is an
interface, it may function as a modular portable device port
or other type of port 110. Embodiments of a CIS 104 may
also be interconnected to vehicle electronics 108. For
instance, a CIS 104 may be interconnected to the instrument
panel, head unit, car radio, an embedded electronic control
unit, or other vehicle electronics, to permit access to or
control of information and applications associated with a
vehicle 108. Embodiments of a CIS 104 may themselves be
portable. Accordingly, a CIS 104 may be interconnected to
a docking station 18. A docking station 18 may be located,
for example, in a user’s home and/or office, and may itself
comprise a speaker phone, music box, radio clock, picture
frame, or other device. Accordingly, it can be appreciated
that a CIS 104 may be operably interconnected to a wide
variety of electronic devices. Furthermore, such intercon-
nections may be used to share or obtain information between
applications running on or associated with the CIS 104 or
various interconnected components, such as devices 10,
accessories 14, docking stations 18, or vehicle electronics
104. In addition, one or more of the various portable devices
10, accessories 14, vehicle electronics 108 or docking sta-
tion 18 interconnected to a CIS 104 may comprise a remote
platform.

With respect to the various components interconnected to
a CIS 104, different ports may be provided. For instance, a
portable device port 110 may be used to interconnect the CIS
104 to one or more portable devices 10. Examples of
communication link technologies used in connection with a
portable device port 110 include universal serial bus (USB);
simple serial port (e.g., RS-232/RS-422); IEEE 1394; analog
or digital audio; Bluetooth; IEEE 802.11, including local
area network, wide area network and/or broadband versions,
including WiFi, WiMax and WiMobile (IEEE 802.11); ultra-
wide band (UWB); compact flash slot, secure digital slot or
other memory card slot; Ethernet; or other communication
link technologies. An accessory port 111 may be provided
for interconnecting accessories, to a CIS 104. Communica-
tion link technologies suitable for use in connection with an
accessory port 111 include USB; simple serial port; IEEE
1394; analog or digital audio; UWB; compact flash slot,
secure digital slot or other memory card slot; Bluetooth;
IEEE 802.11; Ethernet or other communication link tech-
nologies. A vehicle interface port 112 for interconnecting to
electronics associated with a vehicle 108 may include a
Media Oriented Systems Transport (MOST) system, con-
troller area network (CAN), IDB-M (1394) or other inter-
face. A docking station port 113 may use USB; simple serial
port IEEE 1394; Ethernet, analog or digital audio; Blue-
tooth; IEEE 802.11; UWB; or other communication link
technology. As can be appreciated by one of skill in the art
from the description provided herein, the particular ports
110-113 provided by a CIS 104 may be selected in view of
the intended use or feature levels of the CIS 104. Further-
more, multiple instances of a port 110-113 may be provided.
In addition, a single port 110-113 may comprise multiple
port types, and support multiple interconnected devices,
accessories, or other components 10-18 or 108. For instance,
a single USB port may be interconnected to various com-
ponents, such as one or more portable devices 10, one or
more accessories 14, or one or more docking stations 18.
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FIG. 1B illustrates an exemplary context for a commu-
nication system or apparatus 100 in accordance with
embodiments of the present invention. In the example com-
munication system 100 shown in FIG. 1B, the communica-
tions interface system (CIS) 104 is interconnected to vehicle
electronics 108 through a wire line vehicle specific interface
or vehicle interface port 112. In general, the communications
interface system 104 is a platform that provides a commu-
nication environment 114 featuring a communication frame-
work process, as will be described in greater detail else-
where herein. The communications interface system 104
illustrated in FIG. 1B provides a portable device port 110
(See FIG. 1A) comprising a universal port that allows a
mechanical adaptor or pocket adaptor 116 to be intercon-
nected to the communications interface system 104. The
pocket adaptor 116 may receive a remote platform 120, such
as a portable device 10 comprising a cellular telephone 124a
running the communication framework process also pro-
vided by the communications interface system 104. Alter-
natively, the pocket adaptor 116 may receive a portable
device 10 comprising a non-communication framework pro-
cess enabled cellular telephone 1244, in which case a
communication framework process may be provided by the
pocket adaptor 116 (its product adaption may comprise a
remote platform 120). As yet another alternative, a portable
device 10 comprising a non-communication framework pro-
cess enabled telephone 1245 may communicate with the
communications interface system 104 through a service
engine, as will be described elsewhere herein.

The example communication system 100 illustrated in
FIG. 1B allows standard vehicle messages to be passed from
the communications interface system 104 to the vehicle 108,
and enables the telephone 124 to access services, informa-
tion or resources (hereinafter services) available through the
vehicle electronics 108. The arrangement 100 also allows
standard messages to be passed to the telephone 124. How-
ever, such communication links to the vehicle using the CIS
104 are not limited to a telephone 124 supported by a holder
or cradle. Accordingly, the system 100 in accordance with
embodiments of the present invention allows portable or
embedded devices 10, 14 to be interfaced with a vehicle 108,
without requiring either the vehicle electronics 108 or the
device 10, 14 to directly interface with the other intercon-
nected device.

In particular, the provision of a connection framework
process allows devices interconnected to the communica-
tions interface system and/or applications running on the
communications interface system 104 to advertise services.
These communications interface system resident services
can be utilized by other applications running on or inter-
connected to the communications interface system 104, a
platform 120 that is remote or separate from the CIS 104
(such as the telephone 124), a vehicle 108, or on or inter-
connected to any other platforms supporting the connection
framework process sharing protocols. In a similar manner,
services running on or available through a remote computing
platform 120, such as a telephone 1244, can advertise
services to be utilized by communications interface system
104 resident applications or applications resident on other
platforms. Accordingly, by providing a facility by which
communications between applications and/or services are
standardized, including distributed applications, such as the
telematics applications in the example illustrated in FIG. 1B,
embodiments of the present invention allow a network effect
between devices and applications to be created, adding value
to the individual devices and applications.
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Services can relate to or be provided using any source of
information associated with a device or any resource, includ-
ing applications. Examples of services include power/charg-
ing, stereo audio capability, global positioning system (GPS)
device data, onboard vehicle diagnostics data (such as
OBD-II), a text-to-speech (TTS) engine, a speech recogni-
tion engine, a speech-based user interface facility, cellular
telephones (embedded, portable and/or plug and play) or
other communication device, and personal digital assistants
(PDAs).

With reference now to FIG. 2, the relationship between
software and hardware elements of components included in
a communication arrangement such as the communication
system 100 of FIG. 1A or 1B, are illustrated. As seen in FIG.
2, applications and services 204 may run on the communi-
cations interface system 104. In particular, applications and
services 204 interact directly with the operating system 208
and with an application and services interface 212 function
of a connection framework process 210. The application and
services interface 212 utilizes communications interface
system messages (or control messages) 216 and provides
access to connection interface system services 220, also
provided by the connection framework process 210. In
accordance with embodiments of the present invention, the
connection framework process 210 supports various proto-
cols, such as Internet Protocol (IP), transmission control
protocol (TCP), universal datagram protocol (UDP) and
other protocol(s) for use with any universal plug and play
device(s). In addition, embodiments of the present invention
may include an operating system 208 that supports multi-
threading and/or multi-tasking, and that includes protection
mechanisms to prevent applications from corrupting system
resources. The operating system 208 may also provide
portable operating system interface (POSIX) compliant
mechanisms for inter-process communications (IPC).

In the example arrangement illustrated in FIG. 2, the
remote platform 120 is a connection framework process 210
enabled telephone 124. As shown in FIG. 2, applications and
services 224 provided as part of or associated with the
remote platform 120 interact directly with the remote plat-
form’s operating system 228 and have direct access to an
application and services interface 232 of the connection
framework process 210. The application and services inter-
face 232 of the remote platform 120 utilizes communica-
tions interface system messages 216 and makes available
connection interface system services 236. As can be appre-
ciated by one of skill in the art from the description provided
herein, the connection framework process 210 and the
associated functions 232, 236 running on the remote plat-
form 120 (i.e., the telephone 124), need not be identical to
those running on the communications interface system 104.
In connection with embodiments of the present invention,
the operating system 228 on the remote platform 120 may
provide the same or similar capabilities as the operating
system 208 running on the communications interface system
104.

As depicted in FIG. 2, the communications interface
system messages 216 used by the communications interface
system 104 and the connection framework process enabled
remote platform 120 may be identical. That is, a set of
messages may be defined. As will be described in greater
detail elsewhere herein, using communications interface
system messages 216, devices and applications can advertise
and subscribe to services. In addition to providing a mecha-
nism for identifying and accessing specific services, the
connection interface functions provided by the application
and services interfaces 212, 232, the connection interface
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system services 220, 236, and the communications interface
system messages 216 control the network 240, 242 and
hardware or physical 244, 246 layers, allowing applications
and services 204, 224 to communicate with one another
using communications interface system messages 216 and/
or using other higher level protocols. For instance, according
to embodiments of the present invention, layers 1-4 of the
network communication stack model are attended to by the
functions and services provided by the communications
interface system connection framework process 210 and by
the connection framework process 210 (if any) of remote
devices 120 (e.g., telephone 124) connected to the commu-
nications interface system 104. As described in greater detail
elsewhere herein, control of the network and physical layers
of communications links between platforms may be accom-
plished using communications interfaces incorporating
interface engines.

As depicted in FIG. 2, the communications interface
system 104 may be part of or interconnected to automotive
electronics. Accordingly, embodiments of the present inven-
tion may be deployed as a part of systems 100 installed in
vehicles. Furthermore, the remote platform 120, as depicted
in FIG. 2, may comprise consumer electronics, including
devices 10 or accessories 14 that are not themselves
designed or specially adapted for use with a specific vehicle.
As will be described in greater detail elsewhere herein, the
communications interface system 104 may be intercon-
nected to devices and/or applications, either through wire
line or wireless connections, in addition or as an alternative
to being interconnected to the electronic systems of a
vehicle. Furthermore, if a remote platform 120 providing a
communication framework process, such as the telephone
124 in FIG. 2, is included, devices and applications may be
interconnected to the remote platform 120. Accordingly, a
communications interface system 104 and an interconnected
remote platform 120 (such as a telephone 124) may function
as interconnected communication hubs.

With reference now to FIG. 3, various hardware compo-
nents that may be included as part of a communications
interface system 104 in accordance with embodiments of the
present invention are depicted. In general, a communications
interface system 104 may include a processor 304 capable of
running operating system software 208 and application
software, including applications and associated services
204. In addition, the processor 304 executes instructions in
connection with the operation of an installed connection
framework process 210, including the communication ser-
vices interface 212, communication interface system ser-
vices 220, and communications interface system message
216 functions. In accordance with embodiments of the
present invention, the processor 304 may include a general
purpose programmable processor or controller.

Memory 308 may be provided for storing operating
system 208, application 204, communications framework
process 210 and communication services and messages
programming 212-220, and for storing data associated with
the operation of such applications and programs. The
memory 308 may comprise various storage devices alone or
in combination. For example, the memory 308 may com-
prise solid state memory, such as DRAM or SDRAM,
magnetic storage devices, or optical storage devices. In
addition, the memory 308 may be integral to the processor
304, in whole or in part. For example, in accordance with
embodiments of the present invention, the processor 304 and
memory 308 may be implemented as an integrated control-
ler, with operating system 208, application 204, communi-
cations framework process 210 and communication services
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and messages 212-220 programming stored as firmware. In
connection with embodiments of the present invention,
including embodiments having programming maintained as
firmware, it is advantageous to provide flash memory or
other reconfigurable memory devices 308, to allow for the
expansion of supported services and devices, and to facili-
tate software upgrades and patches.

The communications interface system 104 additionally
includes a number of interfaces. For example, in connection
with embodiments in which the communication interface
system 104 is installed in a vehicle, a vehicle interface 312
may be provided. The vehicle interface 312 provides a
physical connection to onboard vehicle systems, such as to
an onboard network. In addition, the vehicle interface 312
provides the necessary formatting of instructions received
from or delivered to the vehicle. As an example, the vehicle
interface 312 may comprise a controller area network
(CAN) interface. In an exemplary embodiment of the
present invention, the vehicle interface 312 may be provided
as a daughter board. In accordance with other embodiments,
the vehicle interface 312 is integral to or included in the
communications interface system 104.

The communications interface system 104 may also
include a telephone interface 316. An adaptor 320 may be
associated with the telephone interface 316, to provide the
necessary physical connection to an interconnected tele-
phone (e.g., telephone 124). Accordingly, the adaptor 320
may comprise a cord for providing electrical interconnec-
tions between the communication interface system 104 and
the telephone 124 and/or a pocket type adaptor for providing
an electrical interconnection to the telephone and for physi-
cally holding the telephone 120 or 124 in position. By
providing adaptors 320 configured for different telephones
124, a wide variety of telephone configurations can be
accommodated. Alternatively, the telephone interface 316
may interconnect directly to a telephone 124, without the use
of an adaptor 320.

A communications interface system 104 may additionally
include one or more wired interfaces 324. Although three
different wired interfaces 324a-r are shown in FIG. 3, it
should be appreciated that any number of wired interfaces
324 may be provided. Examples of wired interfaces 324 that
may be provided include universal serial bus (USB), IEEE
1394, RS-232, intelligent transportation system databus
(IDB), controller area network (CAN), Ethernet, Media
Oriented Systems Transport (MOST) system or other wired
interfaces. In addition to such interfaces for exchanging
electrical signals, wired interfaces 324 may additionally
include interfaces for enabling optical communications. A
wired interface 324 may generally interconnect a commu-
nications interface system 104 to a device, to a network, or
to a remote platform 120.

A communications interface system 104 in accordance
with embodiments of the present invention may also include
a number of wireless interfaces 328. Although three wireless
interfaces 328a-r are illustrated in FIG. 3, it should be
appreciated that any number of wireless interfaces 328 may
be provided. Examples of wireless interfaces 328 include
Bluetooth; ultra wideband (UWB); WiFi, such as IEEE
802.11a, 802.11b, and 802.11g; personal area networking,
such as IEEE 802.15.3a, CDMA2000; and DATATAC,
GSM/GPRS/EDGE, UMTS, Mobitex or integrated digital
enhanced network interfaces. A wireless interface 328 may
generally interconnect a communications interface system
104 to a device, to a network, or to a remote platform 120.

As can be appreciated by one of skill in the art, wired 324
and wireless 328 interfaces may operate in connection with
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or incorporate various communication protocols. Examples
of such communication protocols include transport control
protocol/Internet protocol (TCP/IP), and universal datagram
protocol (UDP). In addition, wired 324 or wireless 328
interfaces may comprise ports 100, 111, 112 and/or 113.

With reference now to FIG. 4, a block diagram of a
communications interface system 104 operatively intercon-
nected to a number of devices is shown in functional block
diagram form. In general, the connection framework process
210 is the central process or system of the communications
interface system 104. The connection framework process
210 catalogs registered services, handles events, and con-
trols the synchronization of information on available ser-
vices and information. Alternatively or in addition event
handling and the synchronization of information can be
handled by facilities available from the operating system
208, 228 (see FIG. 2).

The connection framework process 210 provides a ser-
vices table 404 for advertising services available from
devices or applications to other devices or applications
associated with the connection framework process 210.
Applications such as service engines may use a service
interface provided as part of the connection framework
process 210 to advertise services or to advise client appli-
cations of changes in service status and availability. Services
and applications can discover information and resources
available to them from other services or applications by
making reference to the services table 404 using a client
interface provided as part of the connection framework
process 210. Accordingly, the services table 404 may con-
tain a registry of services and service descriptors, the func-
tions to be used when accessing those services, the current
status of the service, privileges required to access the
service, the class and performance criteria of any associated
device and other information regarding available services.

In addition, the connection framework process 210 sup-
ports an event subscription and notification scheme using an
event table 408. In particular, the event scheme supported by
the connection framework process 210 provides for the
delivery of application specific event objects when events
occur. In one or more other embodiments, instead of the
connection framework process 210, the underlying OS (op-
erating system) can provide the event objects through an
event table 408. In general, these event objects contain data
and/or references to executable functions. The event table
408 contains lists of events and processes subscribed to each
event. When an event occurs, the connection framework
process 210 checks the event table 408 for processes to be
notified of the event. Qualified services and applications
(i.e., services and applications with sufficient privileges) will
be allowed to register to generate and receive events. Appli-
cations accessing the table will generally use a set of
predefined messages (i.e., communications interface system
messages 216) for the purpose of registering to receive
events.

The connection framework process 210 may also provide
a service initiation table 410. In general, the service initia-
tion table 410 contains information regarding service
engines. Such information may include the executable file of
local service engines and applications, whether they are to
be started on boot up or in response to a request from another
service engine or application, and other information.

The communications process runtime services/event
interface 412 provided as part of or by the connection
framework process 210 controls the advertisement of ser-
vices and the discovery of services. Furthermore, the com-
munications process runtime services/event interface 412 is



US 7,346,370 B2

11

used by services and applications in connection with sub-
scribing to events and broadcasting events. In general, the
connection framework process 210 may record event sub-
scriptions received from the communications process runt-
ime services/event interface 412 as communications runtime
calls in the event table 408. When an application (or service
engine) generates an event, again through a communications
runtime call passed across the communications process
routine service/event interface 412, the connection frame-
work process 210 checks the event table 408 and notifies
each subscriber of the event. Both service engines and
applications may subscribe to events. Accordingly, by pro-
viding for communications runtime calls placed through the
communications runtime services/event interface 412, and
by providing a services table 404 and an event table 408, the
connection framework process 210, in connection with the
client interface and service interface, is able to catalog
requested services, synchronize the delivery of services,
handle events, and control the synchronization of informa-
tion on available services with any other connected appli-
cations or resources. Accordingly, it can be appreciated that
the connection framework process 210 running on the
communications interface system 104 functions as the cen-
tral process of the communications interface system 104.

In addition, one or more service engines 416 (e.g., service
engines 416a-c) may be provided for interfacing various
locally connected devices 420 from which services are
available to the connection framework process 210 through
the communications runtime services/event interface 412
and to client applications. In accordance with further
embodiments of the present invention, a service engine 416
may interface a client application to the connection frame-
work process 210 and to services, with or without the
cooperation or assistance of a port. For example, a GPS
receiver 420a, onboard diagnostics 11 (OBD-II) interface
4205, or some other device 420¢ may be interconnected to
the communications interface system 104 through a direct
interconnection, such as provided by a port or interface with
a vehicle communication bus 112 or by a direct intercon-
nection with the device 420 through a port or interface (e.g.,
port 110,111, 113, see FIG. 1A). In general, a service engine
416 presents a standard interface for applications using an
interconnected service. Accordingly, a service engine 416
may function as adaptor software to adapt or translate
messages in a message or data format used by the intercon-
nected service or device providing the service 420 to the
messages and message format or protocol of the connection
framework process 210 and the communications runtime
services/event interface 412. A service engine 416 may also
format application specific messages into the format or
protocol of the connection framework process and/or of a
client application. In addition to the service engine 416,
various local applications 422 may run on the communica-
tions interface system 104.

The communications interface system 104 may addition-
ally provide a normalized communication interface 424. In
general, the normalized communication interface 424 pro-
vides access to services on devices that are remotely con-
nected to the communications interface system 104. As will
be described in greater detail elsewhere herein, a normalized
communication interface 424 allows applications (e.g., local
application 422 or services provided through locally con-
nected devices 420) to access services provided by remote
devices, and allows services to be provided to remote
applications. In general, a communication interface 424
maps communication technology-specific addresses to net-
work normalized service pipes or channels. Examples of
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communications technologies that may be used to establish
communication channels include TCP/UDP, USB, and
simple serial ports. Other examples of communications
technologies over which communication channels may be
established through a communication interface 424 include
a controller area network (CAN) bus or a Media Oriented
Systems Transport (MOST) bus. By accessing service pipes
or communication channels through a communication inter-
face 424, applications are able to access local and remote
services in a consistent manner. Accordingly, to the service
specific functions, the normalized interfaces 424 appear very
much like an Internet “socket” interface. Furthermore, as
can be appreciated from the description provided herein, a
communication interface may comprise or incorporate fea-
tures of one or more ports 110-112 (See FIG. 1A).

With reference now to FIG. 5, a service initialization
process in accordance with embodiments of the present
invention is illustrated. Initially, at step 500, the communi-
cations interface system 104 initializes (i.e., boots up), for
example when the system is turned on. The connection
framework process 210 then traverses the service initiation
table 410 (step 504). At step 508, a determination is made as
to whether services having a “start on boot” value were
found by the connection framework process 210. If services
with a “start on boot” value have been found in the service
initiation table 410, service engines 416 or other applica-
tions associated with those services are started (step 512). A
service status or establish message is then returned to the
connection framework process 210 by each service that has
been started and a service control channel is established for
each service (step 516). In return, the connection framework
process 210 sends an initialize message to each service that
has been started (step 520). The service or services then
initialize, and verify connectivity with the connection frame-
work process 210 (step 524). Each service may then send a
“post services” message to the connection framework pro-
cess 210 to report the services offered by that service for
listing in the services table 404 (step 528).

After “post services” messages have been sent, or after it
is determined that no services with a “start on boot” value
are listed in the service initiation table 410, a determination
is made as to whether a service has been requested (step
532). For example, a service may be started after the
communications interface system 104 itself has been started
in response to an associated device 420 being started,
receiving a request from a client application 422 or some
other event, such as plugging a telephone 124 into a pocket
adaptor 116. If a service is requested, the process returns to
step 512 to start the invoked service and enter the associated
services in the services table 404.

If it is determined that no service has been requested, a
determination is then made as to whether the communica-
tions interface system 104 has been powered off (step 536).
If the communications interface system 104 has not been
powered off, the process may return to step 532. If the
communications interface system 104 is powered off, the
process ends.

With reference now to FIG. 6, a service registration
process in accordance with embodiments of the present
invention is shown. In particular, an exchange of messages
between a connection framework process 210 and a service
engine 416 is illustrated. Initially, the connection framework
process 210 sends an invoke service message to the service
engine 416 being requested (step 600). In general, an invoke
message may be any action required to start or access a
service engine. Alternatively, an invoke message can be sent
to a service engine 416 by another service engine, or by
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another application, such as a client application. The invoke
service message includes an invocation key, which may be
passed on the command line of the invoke service message.
As can be appreciated by one of skill in the art from the
description provided herein, an invoke message may be sent
at various times, such as at system boot up, at the time a
service is needed, or when a client application starts.

In reply to the invoke message, the service engine 416
returns an establish message (step 604). Regardless of how
the service engine 416 was invoked, its first communication
to the connection framework process 210 (i.e., the establish
message) is sent over the main or public control channel of
the connection framework process 210. The establish mes-
sage returned by the service engine 416 contains the invo-
cation key provided by the connection framework process
210, and also identifies the service control channel to be
used in connection with further communications.

The connection framework process 210 then returns a Hi
Ya message to establish communication over the service
control channel created by the service engine 416 (step 608).
Following establishment of the dedicated service control
channel, subsequent communications between the connec-
tion framework process 210 and the service engine 416
occur over that dedicated channel.

Also following establishment of the service control chan-
nel, security messages may be exchanged (step 612). In one
embodiment, such security related measures can be imple-
mented using at least portions of the systems and/or methods
of U.S. patent application Ser. No. 10/767,548, filed Jan. 28,
2004, and entitled “Secure Telematics,” that is assigned to
the assignee of this application and which is hereby incor-
porated by reference in its entirety. In general, security
messages may comprise authorization and authentication
service protocols. For example, the security protocols may
allow the connection framework process 210 to verify the
identity of an application requesting access to the service
associated with the service engine 416, and verify that the
application is authorized to access that service. In addition
to providing data security, such procedures may also be used
in connection with implementing licensing agreements
regarding device, service and/or application interoperability.

A service engine 416 may post the services available
through it to the connection framework process 210 by
sending a post services message to the connection frame-
work process 210 (step 616). Using the service description
information and identifier that is provided as part of the post
service message, the connection framework process scans
the services table 404 for a matching service. If no match is
found, the connection framework process allocates a new
service 1D, enters the service description information in the
services table 404, and returns this new service ID in an
acknowledge post message (step 620). If a match between
the service being posted and a service already entered in the
services table 404 is found, the connection framework
process 210 returns the existing service ID to the service
engine 416 in an acknowledge post message. By performing
this matching function, the connection framework process
210 assures that service IDs are unique, and that there are no
duplicate service advertisements contained in the services
table 404. For example, when a service engine 416 is
restarted, or in connection with services provided by a start
on demand service engine 416, entries in the services table
404 for a service will exist when a corresponding post
service message is received. Accordingly, by matching the
contents of a post service message to any existing service
advertisements, the connection framework process 210 can
control the proliferation of service IDs and support error
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recovery. In accordance with embodiments of the present
invention, all service engines 416, regardless of how they
have been invoked, use post services messages and the reply
acknowledge post messages to synchronize service adver-
tisement information with connection framework process
assigned service IDs.

When a client, such as a client local application 422,
requests an advertised service (i.e., a service listed in the
services table 404), an open service message is sent by the
connection framework process 210 to the applicable service
engine 416 (step 624). The service engine responds to the
request to open an advertised service available through that
service engine 416 with a service open message (step 628).

The connection framework process 210 may request the
status of a service from an associated service engine 416 at
any time using a request status message (step 632). The
service engine 416 replies with a status report message (step
636). A status report message may also be sent by a service
engine 416 without a request status message having been
received. Accordingly, a service engine 416 may send a
status report message periodically, or after the occurrence of
certain events.

The connection framework process 210 may command a
service engine 416 to close a service for a particular instance
(i.e., in connection with a particular client), or for all users
of'an associated service using a close service message (step
640). Accordingly, a close service message may identify one
or more instances of a provided service. In reply to a close
service message, the service engine 416 returns a service
close message as an acknowledgment (step 644). A service
engine 416 may also send a service close message to the
connection framework process 210 to notify the connection
framework process 210 of an uncommanded service closure.

With reference now to FIG. 7, a block diagram illustrating
a local client application 422 accessing a service provided
by a device 420 that is directly interconnected to a commu-
nications interface system 104 through a wired interface 324
is shown. More particularly, the example of FIG. 7 illustrates
a location based client application 422 accessing data from
a GPS receiver device 420 interconnected to the communi-
cations interface system 104 by a RS-232 type wired inter-
face 324. The message set used for communications between
the connection framework process 210, the service engine
416, and the application 422 may be the same as those
described in connection with the examples such as those
given in connection with various of the figures provided
herein. That is, the use of a wireline interface 324, such as
the RS-232 serial interface in the example of FIG. 7, does
not alter the messages that the participants in the commu-
nication are required to use. Accordingly, modifications to,
for example, an application 422, are not required in order to
communicate with devices 420 interconnected to the com-
munications interface system 104 using different interfaces.
In addition, a device 420, that is capable of supporting
messages corresponding to those used by the communica-
tions interface system 104, such as the GPS receiver illus-
trated in FIG. 7, need not be specially modified in order to
operate in association with an application 422. The example
arrangement illustrated in FIG. 7 demonstrates that, by
providing a service engine 416 that incorporates or operates
in connection with the RS-232 wired interface 324 necessary
for communications with the device 420 over the RS-232
serial interconnection, neither the device 420 nor the appli-
cation 422 needs to be modified in order to interoperate. That
is, by providing a suitable service engine 416, an application
422 associated with the communications interface system
104 can be operatively connected to a separate device 420
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without prior knowledge or special adaptation for the type of
interface used by the device 420.

With reference now to FIG. 8, the operation of a com-
munications interface system 104 in connection with pro-
viding a local application 422 access to a service provided
by an interconnected device, 420 for example, as generally
illustrated in FIG. 7, is depicted. For illustration purposes,
the local application 422 in the present invention is a client
location based application, and the service comprises loca-
tion information provided by a GPS device 420. Initially, at
step 800, the location based application 422 calls a query
service routine requesting access to normalized location data
from a GPS device. The query service routine causes the
connection framework process 210 to read the services table
404 (step 804). At step 808, a determination is made as to
whether a service meeting the request from the location
based application 422 is available. If the requested service is
available, and assuming that the application 422 is properly
authenticated and authorized, a handle to the requested
service is returned to the application, for example in the
form of a service list identifying the available service or
services (step 812). The application then opens the service
(e.g., by contacting the service engine 416) using an open
service message that includes a specification of the handle to
the service, and service resources are allocated to support the
location based application 422 (if required) (step 816).

At step 820, the location based application 422 calls
location data using a read service routine. In particular, a
read service message specifying the handle associated with
the open service is sent from the location based application
422 to the service engine 416 (step 824). The service specific
send service message is then formatted as required by the
link between the service engine 416 and the device 420, and
the requested information is obtained from the device 420
and is returned to the location based application by the
service engine 416 (step 828). The information may be
returned to the location based application 422 by writing it
to a buffer or object provided by the application 422. After
returning the requested information to the application at step
828, or after determining that a service meeting the appli-
cation’s request is not available at step 808, the process may
end.

With reference now to FIG. 9, a service discovery process
in accordance with embodiments of the present invention is
shown. Initially, at step 900, a client application 422 sends
an establish message using the public or main control
channel of the connection framework process 210. In
response, the connection framework process 210 sends a
HiYa on the client application’s control channel that was
provided to the connection framework process 210 as part of
the establish message (step 904). The establish and HiYa
messages used in connection with steps 900 and 904 to
establish communications between the connection frame-
work process and the client application 422 as part of a
service discovery process may be the same as the establish
and HiYa messages used at steps 604 and 608 of the service
registration process described in connection with FIG. 6.
After a dedicated client control channel has been estab-
lished, authentication and authorization steps may be per-
formed by an exchange of authorization and authentication
messages (step 908).

Provided that any required authentication and authoriza-
tion is successfully completed, service discovery is initiated
with a query service message sent from the client application
422 to the connection framework process (step 912). In
response to the client application’s 422 request for informa-
tion on available services (in the form of a query service
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message), the connection framework process 210 returns a
service list message containing a list of services that the
client application 422 is authorized to receive (step 916). In
accordance with embodiments of the present invention, the
query service message sent by the client application 422
may specify a particular service type or class, may query for
local services, for all services available to remote platforms,
for all available services, or for other categories of services
available in connection with the system.

If a service requested by the client application 422 is
available, the client application 422 may request the service
using an open service message (step 920). The connection
framework process 210, upon receiving the open service
message, may verify that the requested service is available,
and respond with a service open message (step 924). After
receiving the service open message, the client application
422 connects directly to the service engine 416. In accor-
dance with embodiments of the present invention, commu-
nications between the client application 422 and the con-
nection framework process 210 use the client control
channel that is established using the establish and HiYa
messages. Furthermore, where a client control channel is
established in connection with an application 422 as part of
registering services (i.e., in connection with service engine
416 functions of an application that may also consume
services as a client application 422), that channel may be
used to request services. Similarly, where a control channel
is established between an application seeking services (i.e.,
as a client application 422) and the connection framework
process 210, the dedicated channel established in connection
with the service discovery process may be used by the
application to report services when such application is
operating as a service engine 416. Accordingly, once a
dedicated channel is established between an application 416
and/or 422 and the connection framework process 210 in
connection with a first process, there is no need to establish
a separate connection for use in a second process between
the application 416 and/or 422 and the connection frame-
work process 210.

The connection framework process 210 may request the
status of a managed process or client application 422 at any
time using a request status message (step 928). In addition,
the client application 422 may request the status of a service
from the connection framework process 210 at any time
(step 928). When a client application 422 receives a request
status message from the connection framework process 210,
the client application 422 is obliged to reply with a status
report message (step 932). Similarly, where the connection
framework process 210 receives a request status message
from a client application 422, the connection framework
process 210 must reply with a status report message to the
client application 422 (step 932). In general, a status report
message 932 must be sent within a specified period of time
by the receiving entity after receipt of the request status
message.

When the client application 422 no longer requires the
service, or when the session is otherwise complete, the client
application 422 notifies the connection framework process
using a close service message (step 936). The connection
framework process in turn notifies the service engine 416. In
addition, the connection framework process 210 acknowl-
edges closure of the service by sending a service closed
message (step 940) to the client application 422.

With reference now to FIG. 10, a system 100 in which a
communications interface system 104 is operating in con-
nection with a remote platform 120 is illustrated. In general,
the communications interface system 104 includes a con-
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nection framework process 210. A services table 404, event
table 408, and service initiation table 410 are maintained by
the CIS 104. Although shown in FIG. 10 as being included
in its connection framework process 210, some or all of the
tables may be provided by another process or application, or
by the operating system. In addition, the communications
interface system 104 includes a connection runtime services/
event interface 412. One or more service engines 416 may
also be running on the communications interface system
104. For example, as shown in FIG. 10, a service engine 416
comprising a GPS engine may be included. A device 420
may be interconnected to the service engine 416. For
example, as illustrated in FIG. 10, a GPS receiver 420 may
be in communication with the GPS engine 416.

The communications interface system 104 may also
include normalized communication interfaces 424. In accor-
dance with embodiments of the present invention, a normal-
ized communication interface 424a may comprise an inter-
face engine or manager 908a. In one embodiment, the
normalized communication interface 424a can include a link
selection apparatus or module for determining a selected
communications channel to be used, as described in U.S.
Pat. No. 6,122,514 “Communications Channel Selection,”
and assigned to the same assignee as this application. A
services map 912a may be maintained by the interface
engine 908. In general, the communications interface 424a
connects the communications interface system 104 to a
remote platform 120 via a communication link 916. The
communication link 916 may comprise any communication
interconnection suitable for transferring digital data and
instructions. Accordingly, examples of communication links
916 include Bluetooth or other wireless connections (in
which case the interface managers 424 comprise wireless
interfaces 328) or USB or other wired connections (in which
case the interface managers 424 comprise wired interfaces
324). An interface engine 908 can be initiated or started in
a variety of ways, including by means of a USB driver.

The remote platform 120 generally includes a connection
framework process 2105 containing a services table 4045,
an event table 4085 and a service initiation table 4105. The
remote platform 120 may additionally provide a services/
event interface 4126 and a normalized communications
interface 4245. The normalized communications interface
424b may comprise an interface engine or manager 9085 in
connection with which a services map 9125 is maintained.
In addition, one or more applications 422 may run on the
remote platform 120.

The interface engines 908 normalize external (off plat-
form) communications. In particular, the interface engines
908 map communication technology specific addresses to
network normalized service pipes. Examples of communi-
cations technologies that may be supported by interface
engines 908 include TCP/UDP, USB, and simple serial
ports. In addition, various bus technologies, such as CAN
may be supported. Using the service pipes or communica-
tion links 916, applications 422 are able to access local and
remote services in the same manner. That is, whether a
service is operated in connection with a service engine 416
running on a platform that is local to the client application
422 or remote to the client application 422 is immaterial as
a result of the operation of the interface engines 908. In
addition, the particular communication link 916 between
platforms (i.e., between a CIS 104 and a remote platform
120) is immaterial.

Where an application 422 is running on a platform 104 or
120 that is remote (i.e., separate) from the platform 104 or
120 in connection with which a service is running or
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available, the interface engine 908 associated with the
platform 104 or 120 associated with the service serves as a
proxy for the remote application 422. In addition, with
respect to the advertisement of services, an interface engine
908 running on a platform 104 or 120 will advertise the
services available from the remote (i.e., the other) platform.
In addition, an interface engine 908 monitors the interface
control port appropriate for the connection technology used
by the communication link 916 and processes any control
messages that are received. Interface engines 908 may also
provide or support the communication pipe established over
the communication link 916 through which client applica-
tions and services on different platforms 104, 120 can
connect to one another. In particular, the interface engines
908 operate to provide a connection that appears like a
connection to a local service engine to the local application
422. Furthermore, when a remote application 422 requests a
local service, the local interface engine 908 must establish a
communication pipe to the local service. With communica-
tions established between the interface engine 908 and the
local service engine 416, the interface engine 908 may
bridge data across the communication link 916 between the
local platform (e.g., a CIS 104) and the remote platform
(e.g., remote platform 120). In addition, an interface engine
908 provides a bridge between the local inner process
communication technology or protocol and the communi-
cation technology or protocol used by the communication
link 916 between the platforms 104, 120. The bridging
function provided interface engines 908 includes message
framing, buffering, and flow control.

Interface engines 908 synchronize with the external plat-
form or platforms 104 or 120 to which they connect. This
synchronization may include a full exchange of information
on sharable services between platforms 104, 120, or a
request for a specific service. With reference now to FIG. 11,
a process for synchronizing platforms 104, 120 in accor-
dance with embodiments of the present invention is illus-
trated. For ease of description, the service will be assumed
to be associated with a CIS 104, while the client application
422 requesting services will be assumed to be associated
with a remote platform 120 interconnected to the CIS 104 by
a communication link 916 (see FIG. 10).

As shown in FIG. 11, the initial communication between
platforms 104, 120 is an establish message on a public
channel or port (step 1100). In general, the identity of the
channel or port will depend on the technology or protocol of
the communication link 916. In the example process illus-
trated in FIG. 11, the establish message is sent by the
interface engine 9085 running on the remote platform 120.
The interface engine 9084 running on the CIS 104 receives
the establish message, and responds with a HiYa message on
the control port specified by the sending interface engine
9085 as part of the establish message (step 1104). If the
establish message was sent by the service engine 9084 on the
CIS 104, the interface engine 9085 running on the remote
platform 120 would respond with the HiYa message. Autho-
rization and authentication messages may then be exchanged
between the platforms 104, 120 (step 1108).

At step 1112, the interface engine 9085 running on the
remote platform 120 requests a list of sharable services. The
interface engine 9084 on the CIS 104 responds with a
service list message, containing a list of services that the
remote platform 120 is authorized to access (step 1116). In
particular, functioning as a proxy for a client application 422
that may not be identified, and that may be prospective, the
service side interface engine 908« obtains the list of services
that can be shared with a remote platform 120 from the
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services table 404a established by or associated with the
communication framework process 210« running on the CIS
104. The services list may be specific to a requesting
application 422 associated with the remote platform 120
when such information is made available to the interface
engine 908a running on the CIS 104. The interface engine
9085 on the remote platform 120 may provide the services
list received from the CIS 104 to the connection framework
process 21056 on the remote platform 120 for placement in
the associated services table 4045.

When a client application 422 running on the remote
platform 120 requests a shared service, the interface engine
9085 running on the remote platform 120 sends an open
service message to the interface engine 908« associated with
the CIS 104 (step 1120). In general, the open service
message identifies the requested service, and may also
identify the requesting client application 422. In response to
the open service message, the service side interface engine
908a opens the service on the local platform 104. In general,
the interface engine on the local platform 104, acting as the
proxy for the client application 422 on the remote platform
120, opens the requested service in the same manner that a
client application 422 running on the local platform 104
would open the service (see, e.g., FIG. 6 and the associated
description). A remote open message is returned by the local
or service side interface engine 908 to inform the client or
remote interface engine 90856 where to connect to the
requested service (step 1124). The identified port or com-
munication channel is then used to communicate application
specific messages.

An interface engine 908 may request the status of a
service on another platform at any time. This is done by
sending a request status message (step 1128). In connection
with the example process of FIG. 11, the request status
message may be sent by the client side interface engine 9085
regarding the status of the services reported by the service
side interface engine 908a. In reply to the request status
message, the service side interface engine 908a returns a
status report message (step 1132). Information contained in
the status report message may be obtained by the service
side interface engine 908a by sending a request status
message to the service engine 416 associated with the
service, the status of which has been requested.

As (or if) additional sharable services become available,
an interface engine 908 can notify other platforms. For
example, if additional services become available from the
CIS 104, the service side interface engine 908a can send a
post service message listing those services (step 1136). In
reply to a post services message, a receiving interface engine
9085 sends an acknowledge post message (step 1140).

When a client application 422 is finished using a service,
the client side interface engine 9085 sends a close service
message to the service side interface engine 908a (step
1144). The service side interface engine 908a will in turn
notify the connection framework process 210a using the
interface engine’s dedicated control channel. The connec-
tion framework process 210a then passes the message to the
service engine 416. In reply to a close service message, a
service side interface engine 908 sends a service closed
message (step 1148). A service closed message may also be
sent to provide notification that a service instance is closed
(i.e., that the provision of a service with respect to a
particular client application is closed) or that an entire
service is closed.

Although the example provided in connection with FIG.
11 describes one interface engine 908a as a service side
interface engine, and the other interface engine 9085 as a
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client side interface engine, it should be appreciated that
embodiments of the present invention are not so limited. In
particular, both interface engines 908a and 9085 may act as
service clients and service providers. In such situations, the
messages illustrated in connection with FIG. 11 will be
passed in both directions.

With reference now to FIG. 12, various communication
channels or logical connections between components of a
system 100 are illustrated. In particular, FIG. 12 summarizes
various of the communications channels or pipes discussed
with respect to the transmission of messages and data
between different entities or components of a system 100. A
client application 422 communicates with a local connection
framework process 210 directly over communication chan-
nel C-1 in order to discover services available to the appli-
cation 422. In particular, a client application 422 initially
establishes communications with the connection framework
process 210 using an establish message sent directly to the
communication framework process 210 on the public con-
trol channel of the communication framework process. After
a client application 422 has established communications
with a local connection framework process 210, subsequent
communications between those entities can use the control
channel of the client application 422. In particular, messages
may be passed between the client application 422 and the
local connection framework process 210 directly over chan-
nel C-1 in order to discover available services and to request
a service included in a service list passed to the client
application 422 in response to a query service message.
After the connection framework process 210 has responded
to an open service message by sending a service open
message directly to the client application 422 over channel
C-1, the client application 422 may connect directly to the
service engine 416 associated with the requested service.

Communications between a client application 422 and a
service engine 416 are represented in FIG. 12 by commu-
nication channel C-2. In general, communications passed
along communications channel C-2 are application specific.
That is, the format of messages and data are determined by
the service engine 416 or the local application 422, rather
than by messages established as part of the connection
framework process 210 (e.g., control messages 216). In
accordance with embodiments of the present invention, the
service engine 416 handles basic message and data format-
ting and control of the physical link between the device 420
that makes the service available and the service engine 416
interconnected to the device. Accordingly, such functions
need not be handled by the client application 422. In
accordance with embodiments of the present invention, the
service engine 416 may handle layers 1-4 of the standard
network communications stack model.

Where a client application 422 has, through the connec-
tion framework process 210, subscribed to a service avail-
able on a remote platform 120, communications channel C-3
between the client application 422 and the interface engine
908 (provided as part of a communication manager 424)
may be used. In particular, channel C-3 is used after a
service open message with respect to a remote service has
been received by the client application 422. Like messages
and data passed over the communication link C-2 between
a local service engine 416 and a client application 422, the
messages and data passed over communication link C-3
between the interface engine 908 and the client application
422 may be application specific. In particular, the interface
engine 908 appears to the client application 422 as a local
service engine 416. Furthermore, the client application 422
need not be aware of the communication link technology



US 7,346,370 B2

21

916 used to interconnect the CIS 104 to the remote platform
120. In particular, the formatting of application specific
messages into the appropriate protocol, and the control of
the physical connection, is handled by the interface engine
908. In accordance with embodiments of the present inven-
tion, layers 1-4 of the standard network model are handled
by the interface engine 908.

Service engines 416 communicate directly with the con-
nection framework process 210 in connection with the
advertisement of available services. Such communications
are passed along communication channel C-4. In addition,
the direct interconnection between a service engine 416 and
the local connection framework process 210 can be used to
carry request status and status report messages. Other mes-
sages that may be carried between the connection frame-
work process 210 and the service engine 416 include
instructions to close a service for all applications or for a
particular application 422. In general, after an establish
message is sent containing the identity of the control channel
to be used, communications between a service engine 416
and the local connection framework process 210 use the
control channel specified by the service engine 416.

A service engine 416 may also communicate directly with
an interface engine 908 over communication channel C-5,
for example when providing services to a client application
422 running or associated with a remote platform 120. In
general, the interface engine 908 serves as a proxy for the
client application 422 on the remote platform 120, allowing
application specific messages and data to be passed between
the service engine 416 and the interface engine 908, for
delivery to the remote platform 120 and the client applica-
tion 422.

The connection framework process 210 may also com-
municate directly with the interface engine over channel
C-6. In general, communications between a connection
framework process 210 and an interface engine 908 occur in
connection with the advertisement of services available on
the CIS 104 to a remote platform 120, and in connection
with querying the remote platform 120 for services available
on the remote platform.

With reference now to FIG. 13, the establishment of
access to a service by a client application is illustrated.
According to the example illustrated by FIG. 13, the service
to be accessed is an onboard diagnostics II service engine
4165 running on the communications interface system 104
platform itself, and is accessed by a local application 422
comprising a vehicle diagnostic application (see FIG. 4).
Initially, the connection framework process 210 sends an
invoke service control channel message to the service engine
4165, which includes a command line argument specifying
the name of the service control channel created for use by
the service engine 4165 (step 1300). In response, and with
the service engine 416 running, the service engine connects
to the service control channel that has been specified by the
connection framework process 210, and sends an establish-
ing message containing the identity of the service control
channel for the service engine 4165 (step 1304). The con-
nection framework process 210, sends HiYa message to
establish communication over the control channel and to
command the service 4125 to perform any service specific
initialization (step 1308). The service engine 41654 then
initializes, verifies connectivity to the device providing the
service (i.e., the onboard diagnostic system II (OBD-II)
interface 4205), and authentication and authorization is
performed (step 1312). The service engine 4165 then sends
a post services message to the connection framework pro-
cess 210 to report the services that are offered by the service
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engine 4165 (step 1316). These services (or the single
service offered through the service engine) are listed in the
services table 404. An acknowledge post message is sent in
response to the post services message (step 1318). The
acknowledge post message communicates the service iden-
tifier (service 1D) assigned to the service to the service
engine 416b.

The local application 422, in the present example a
vehicle diagnostic application, may be invoked by a user or
by another process. Upon being invoked, the local client
application 422 sends an establish message to the connection
framework process 210 on the public control channel (step
1320). The connection framework process 210 responds
with HiYa message on the clients control channel (step
1324), and authentication and authorization is performed
(step 1328). As illustrated in FIG. 13, the client application
422 may establish communications with the connection
framework process 210 at about the same time that a service
engine 416 is establishing communication with the connec-
tion framework process 210. Alternatively, communications
between the various entities may be established at different
points in time. With a dedicated service control channel now
established, the local application 422 sends a query service
message to the connection framework process 210 (step
1332). The query service message may include descriptors
such as “service class” and “service type” to specify the
requested service.

In reply to the query service message, the connection
framework process 210 connects to the application’s com-
munication channel. Additional authorization and authenti-
cation service protocols may then be processed (step 1336).
In particular, the connection framework process 210 may
verify the identity of the application requesting access to the
service, and verify that the application is authorized to
access the service. Therefore, in accordance with embodi-
ments of the present invention, authorization may be
required before service queries are allowed. In addition to
providing data security, such procedures may be useful in
connection with implementing licensing agreements regard-
ing device, service and/or application interoperability. In one
embodiment, such security related measures can be imple-
menting using at least portions of the systems and/or meth-
ods of U.S. patent application Ser. No. 10/767,548 filed Jan.
28, 2004 and entitled “Secure Telematics,” that is assigned
to the assignee of this application and which is hereby
incorporated by reference in its entirety.

After the application 422 has been authenticated and
authorized, the connection framework process 210 sends a
list of services as part of a service list message that are
shown as being available in the services table 404 and that
match the service type and class requested by the application
422 (step 1340). In accordance with embodiments of the
present invention, only those services that the application
has sufficient privileges to utilize will be revealed to the
application 422.

The application 422 then identifies a service in the list
received from the connection framework process 210 that
meets the application’s requirements. Typically, the list of
services will contain only a single service, although a
number of services may be listed if more than one service
meets the criteria of the applications request. The application
422 communicates its selection to the connection framework
process 210 using an open service message identifying the
selected service (step 1344). Upon receiving the open ser-
vice message, the connection framework process 210 looks
up the service ID received from the application 422 and
sends an open command message to the registered service
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engine (in the present example the OBD-IL service engine
416b) (step 1348). Included in the message sent by the
connection framework process 210 to the service engine
41656 is an instance key generated by the connection frame-
work process 210 used to identify the requesting application
422. In response to receiving the open service command, the
service engine 4165 performs any service specific initial-
ization, and allocates any connection specific resources
required to provide the requested service. In addition, the
service engine 4165 creates a service instance communica-
tion pipe to be used by the application 422 to access services.
The name or identifier of this communication channel is sent
to the connection framework process 210 in a service open
message (step 1352). A service open message is then sent
from the connection framework process 210 to the applica-
tion 422, which contains the instance key assigned by the
connection framework process 210 and the service commu-
nication channel name or identifier (step 1356).

The identity of the communication channel for the service
engine 4166 now communicated to the application 422,
direct communications between the application 422 and the
service engine 4165 can commence. To initiate direct com-
munications, the application 422 sends an establish service
message directly to the service engine 4165 (i.e., using
communication channel C-2 in FIG. 12) (step 1360). The
service engine 4165 replies to the application 422 with a
service connect message (step 1364). Alternatively, if the
instance key included in the establish service message does
not match or another application has connected to the
service engine 4165 using the same instance key, the service
engine 4165 may deny the connection and report an error to
the connection framework process 210. Provided that the
establish service and service connect messages are success-
fully exchanged, application specific communications
between the application 422 and the service engine 4165
may then commence (step 1368). In accordance with other
embodiments of the present invention, control messages
such as establish service and service connect messages are
not required in order to begin direct communications
between a service and a client application. Application
specific communications may include the delivery of infor-
mation from the service engine 4165 to the application 422.
Alternatively or in addition, the communication may com-
prise the exchange of information between the application
422 and the service engine 41654. For instance, in connection
with the present example, the application 422 may obtain
vehicle performance parameter information from the service
engine 4165.

In addition or as an alternative to sending messages to an
application 422 using the established communication chan-
nel, a service may provide or broadcast information as an
event. The connection framework process 210, in response
to receiving such an event, may then reference the event
table 408 to determine which application or applications 422
should be notified of the event or should have information
comprising the event delivered to them.

The connection framework process 210 may periodically
request the status of the service engine 416 by sending a
status requested message to the service engine 416 (step
1372). In reply, the service engine 416 sends a service status
message (step 1376). The status request and service status
messages are sent and received using the service engine’s
control channel. As illustrated in FIG. 13, status request
messages may be interspersed with application specific
communications.

When the application 422 no longer requires access to the
service, a close service message is sent from the application
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422 to the connection framework process 210 (step 1380),
which in turn notifies the service engine 416 (step 1384).
The service engine 416 acknowledges the request (step
1388) and cleans up any session specific resources. The
service engine 416 then notifies the connection framework
process 210 that the session has terminated (step 1392).

With reference now to FIG. 14, a process for allowing an
application 422 running on a remote platform 120 to access
a service available from a communications interface system
104 in accordance with embodiments of the present inven-
tion is illustrated. In particular, FIG. 14 illustrates a request
from a location based application 422 on a remote platform
120 for access to location information available from a GPS
receiver 420 associated with the communications interface
system 104. Initially, at step 1400, the location based appli-
cation 422 calls a query service routine to request access to
location information. The query service routine reads the
services table 4045 (step 1404). At step 1408, a determina-
tion is made as to whether a service meeting the request is
available. With respect to a service available through another
platform, such as the communications interface system 104,
the services table 4045 will include a reference to such a
service if the service was included in a service list message
received by the remote platform 120. Provided that the
services table 4045 includes a reference to the requested
service, the service will be determined to be available, and
a service 1D for that service will be returned from the
connection framework process 2105 to the application 422
(step 1412). If a service meeting the request is not available,
the process may end.

At step 1416, the application 422, through the connection
framework process 210, opens the service using an open
service routine, and a communication session across the
interface or communication link 916 between the remote
platform 120 and the communications interface system 104
is created. The application 422 then calls location data using
a read service routine sent directly to the service engine 416
through which the service is available (step 1420). The read
service routine call is mapped to a service specific function
listed in the services table 4045 on the remote platform (step
1424). The service specific routine called on the remote
platform 120 performs any parameter translation required to
conform to the conventions or formats of the platform on
which the service engine 416 is running (here the commu-
nications interface system 104). In accordance with other
embodiments of the present invention, a stream data model
according to which application messages are read from and
written to a channel that guarantees delivery is used, instead
of mapped read and write calls.

The translated parameters or data are transferred to the
communications interface system 104 from the remote plat-
form 120 via the communication routines of the normalized
communications interface 424 established between the inter-
face engines 908a and 9085. That is, the interface engines
908 perform the steps required to implement the transmis-
sion of the service routine message between the communi-
cations interface system 104 and the remote platform 120
using the communications link 916. For example, the inter-
face engines 908 can perform the functions associated with
the lower four layers (i.e., the physical through the transport
layers) associated with the particular communication link
916 between the interface engines 908. As can be appreci-
ated by one of skill in the art, the particular requirements for
such communication are determined by the particular com-
munication link 916. Examples of communication links 916
that may be used to interconnect a communications interface
system to a remote platform 120 include USB, Ethernet, and
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Bluetooth interconnections. In general, any type of wired or
wireless interface may be used to establish the connection.
Furthermore, as can be appreciated from the description
provided herein, by providing suitable interface engines 908,
and by appropriately mapping references to resources, a
communications interface system 104 and interconnected
remote platform 120 are not otherwise required to conform
to the particular requirements of the link 916 between the
platforms.

At step 1428, the interface engine 908a running on the
communications interface system 104 receives the call for
location data, and makes a service specific read service
routine call to the service engine 416. The service engine
416 then gets the requested location information, and returns
it to the interface engine 908a (step 1432). Accordingly, it
can be appreciated that, by providing an interface engine
908a running on the communications interface system, the
request for information and the response to that request are
handled as if the application requesting such information (in
the present example the location based application 422)
were running on the communications interface system 104
directly.

The interface engine 908a performs any necessary net-
work or host data format translation of the returned infor-
mation, and generates a results message containing the
requested information. The results message is then passed
across the communications link 916, and the interface
engine 9085 running on the remote platform 120 breaks
down the network messages and performs any required
translation on the results received (step 1436). The requested
location information included in the results received is then
returned to the requesting application 422 (step 1440). The
process may then end.

With reference now to FIG. 15, a remote service access
process scenario is illustrated. In particular, the exchange of
messages according to an example in which information
from a service running on a communications interface
system 104 is passed to an application 422 requesting such
information and running on a remote platform 120 is illus-
trated. More particularly, the present example involves a
service engine 416 comprising a GPS service engine 416
passing information to an application comprising a location
based application 422 running on a remote platform 120
comprising a cellular handset. Furthermore, in the example
of FIG. 15, the communication link 916 between the inter-
face engines 908a and 9085 comprises a universal serial bus
(USB) communications link.

In general, before the exchange of services can be per-
formed, the services on each platform must be readied
through service initiation messages (step 1500) performed
on each of the platforms 104 and 120. An exchange of shared
services information can then be made by the communica-
tions interface system 104 and the remote platform 120
through an exchange of services messages (step 1504). After
each platform receives a list of services from the other, the
services available on the remote platform are posted in their
respective services tables 404.

In the example shown, the location based application 422
then queries for available services, and opens a service
meeting the application’s requirements (step 1508). The
open service message is then transported across the USB
communication link, and is eventually received by the
service engine 416 (step 1512). The service engine 416
responds with a service open message that is transported
across the communication link and eventually delivered to
the location based application 422 (step 1516). After the
service open message has been received by the location
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based application 422, application specific communications
can begin (step 1520). The application specific communi-
cations can include transfer of information, such as GPS
data, from the service engine 416 to the location based
application 422. Importantly, these communications occur
independently, or without further involvement, of the con-
nection framework process 210 of the communications
interface system 104. That is, after the communications link
is established between the client application 422 and the
endpoint manager 9085, and between the service engine 416
and the endpoint manager 908qa, the functionalities of the
connection framework process 210 are no longer required to
have the information transfer or other communications
between the service engine 416 and the location based
application 422. Also, direct communications occur between
the interface engines 908a, 9085. Essentially, these commu-
nications, such as information transfers, take place after the
communications link is established, as if the connection
framework process 210 was not present. When the applica-
tion 422 no longer requires the location based information,
the service is closed, and cleanup is performed (step 1524).
Although the present description related to example com-
munication operations after the communications link is
established concern a location based application 422 that is
executing on a remote platform 120, the independent nature
of the communications that occur after the communications
link is established are not limited to a remote platform
environment. In particular, the same direct connection (i.e.,
not through a connection framework process) between an
application 422 and a service engine 416 exists when the
application being executed is not remote from the connec-
tion framework process 210, such as an application local to
the communications interface system 104. In such a case,
like the example just described, the application has direct
communications with the service engine or other services
independently and without involvement of the connection
framework process 210.

With reference now to FIG. 16, a block diagram of a
communications interface system 104 interconnected to
multiple remote devices 120a and 1205 is illustrated. In the
example of FIG. 16, the communications interface system
includes first 908a1 and second 90842 interface engines,
each having an associated services map 912a1 and 91242.
Accordingly, the first 9164 and second 9165 communication
links to the first 120a and second 1205 remote devices
respectively may use different communication link tech-
nologies. For example, the first interface engine 90841 could
comprise a wired interface 324, and the second interface
engine 91242 could comprise a wireless interface 328. As
also shown, the communications interface system may con-
tinue to provide service engines 41651 and 41652, which
may or may not operate in cooperation with devices 420
directly interconnected to the communications interface
system 104.

Each of the remote platforms 120 generally provides an
interface engine 90851 and 90852 and an associated services
map 91251 and 91262. Also, because they function as full
remote platforms 120, they each include a connection frame-
work process 21051 and 210562. The connection framework
processes 2105 on the remote platforms 120 each include a
services table 404, event table 408 and service initiation
table 410 (not shown in FIG. 16). In addition, each remote
platform includes a service event interface 41261 and
41252. The remote platforms 120 may also support client
applications 41651 and 41652.

In general, the operation of a system in which a commu-
nications interface system 104 is interconnected to multiple
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remote platforms 120 is the same as for the case in which a
single remote platform 120 is used. In particular, multiple
remote platforms 120 can be accommodated by providing an
appropriate interface engine 908 to support the communi-
cation link 916 used by each remote platform 120. Further-
more, it should be appreciated that, where the communica-
tion links 916 used by multiple remote platforms 120 are the
same, and where such link can support multiple platforms,
a single interface engine 9084 may support multiple remote
platforms 120.

The services table 404 maintained by a connection frame-
work process 210 in accordance with embodiments of the
present invention contains records related to services avail-
able, either through a communications interface system 104
or through an interconnected remote platform 120. In con-
nection with maintaining such information, the services
table 404 associated with a communications interface sys-
tem 104 or a remote platform 120 may include a static
service table record 1700 (see FIG. 17A) for each service
available to the communication interface system 104a or
remote platform 120. Each record 1700 may provide a
number of fields, identified by a field name 1704. A record
1700 may also include information corresponding to each
field name 1704, such as the data type 1708 and the field
description 1712. For example, a name field may specify the
name of the managed application and a service executable
field may specify the executable image to be invoked. A start
time field may be provided specifying whether the applica-
tion is to be started on boot or on demand. An executable ID
field specifies a unique ID for the executable image. Service
class and service type fields are also provided to further
categorize the available service and an ancillary field may be
provided for further service description information. A
maximum references field specifies the maximum number of
simultaneous connections to the service. A remote access
field specifies whether access from an application on a
remote platform is permitted or not. A status frequency field
may be provided for specifying the status of connection
framework process monitoring, and a status timeout field
specifies the maximum time allowed to respond to a status
request. A restart policy field specifies the action taken in
response to a timeout. For example, an application may
terminate on status response timeout, or the application may
restart. A privileges field may be provided to specify the
privileges required for a client to connect to the service.

With reference now to FIG. 17B, fields that may be
provided as part of a dynamic service table record 1716
maintained as part of the services table 404 are illustrated.
Examples of such fields that may be maintained as part of a
dynamic service table record 1716 include a service ID
assigned to the service. A field containing the current num-
ber of connections to the service may also be provided. In
addition, the control channel through which the connection
framework process 210 communicates with the service
engine 416 providing the service may be provided. A service
state field may be included as part of the dynamic service
table record 1716 to indicate whether a service is not
invoked, invoked, running or not responding. Accordingly, it
can be appreciated that a record included in a dynamic
service table record contains fields for information regarding
a service that change during the normal operation of a
system 100. Furthermore, it can be appreciated that the static
service table records 1700 contain information that is infre-
quently changed, and that provides a starting point for the
operation of applications and services. As can be appreciated
by one of skill in the art from the description provided
herein, a static service table record 1700 may be stored in

20

25

30

35

40

45

50

55

60

65

28

non-volatile memory, while a dynamic service table record
1716 may be stored in volatile memory. Furthermore, the
static and dynamic records may be maintained as a single
combined record.

Examples of fields that may be included in a dynamic
service table record 1716 include a service ID field to
specify the service identifier of the service to which the
record 1716 pertains. A service class field may specify the
class to which the particular service belongs, while a service
type field specifies the service type. A reference count field
may be provided to indicate the number of connections (e.g.,
from separate applications 422) that are currently connected
to the service. A maximum references field may be provided
to indicate the maximum number of simultaneous connec-
tions to the service that can be maintained at any one time.
A field may also be provided for indicating whether remote
access to the service is permitted. In order to identify the
control channel that can be used by the connection frame-
work process 210 to communicate with the service engine
providing the service, a control type field may be provided.
As an additional example, a service state field may be
provided to indicate the current service state of the service.
Appropriate values for the fields may be specified by the
data type 1708 associated with each field. For example, data
types 1708 can be data words or Boolean strings.

The service initiation table 410 contains information
regarding service engines that are local to the platform (i.e.,
the communications interface system 104 or the remote
platform 120 on which the service initiation table 410 under
consideration is established). In general, each service initia-
tion table 410 may contain a record for each service engine
on the platform 104 or 120. With reference now to FIG. 18,
an example record 1800 in a service initiation table 410 is
depicted. Each record 1800 may include a number of fields
identified by a field name 1804, data type 1808, and a field
description 1812. Individual fields may include a service
engine field identifying the service engine to which the
record 1800 pertains by name, and a service executable field
that provides a reference to the executable file of the service
engine. A start time field may be provided for indicating
whether the executable is to be started on boot up or on
demand (i.e., in response to a service request). A status
frequency field may be provided to indicate the frequency
with which the communication framework process 210 is to
monitor the status of the service. Fields for specifying the
service class and service type may also be included. In
addition, a status response field indicating the maximum
time that the service is allowed to respond to a status request
may be provided. As an additional example, a restart policy
field indicating the action to be taken if the service fails to
respond to a status request within the maximum specified
time may be indicated.

With reference now to FIG. 19, an example scenario
involving the use of a communications interface system 104
in accordance with an embodiment of the present invention
in facilitating the exchange of information between various
devices is illustrated. Initially, at step 1900, an accident alert
application 422 running on the communications interface
system 104 queries the services table 404 to determine
available services. At step 1904, the accident alert applica-
tion 422 subscribes to active safety information available
from the vehicle bus through an OBD-II vehicle accident
service engine 416. In particular, the vehicle accident detec-
tor service engine 416 may operate in conjunction with a
port, for example provided as part of a daughter card, that
provides a physical interconnection to the vehicle bus at an
OBD-II interface 420. In addition, the accident alert appli-
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cation 422 subscribes to communications services available
from a cellular telephone 124. As can be appreciated from
the description provided herein, the cellular telephone 124
may comprise a remote platform 120 interconnected to the
communications interface system 104 through a normalized
communication interface 424. Alternatively, the cellular
telephone 124 may be interconnected to the communications
interface system 104 through a service engine 416, for
example where the cellular telephone 124 is interconnected
through a specially provided adaptor or port.

At step 1908, the vehicle accident detector service engine
416 receives an accident indication from the vehicle bus.
Such accident indication may be in the form of, for example,
an active safety system indication that an airbag has been
ignited. At step 1912, the vehicle accident detector service
engine 416 posts the message to the event table 408 main-
tained by the connection framework process 210. As a
registered subscriber for accident messages, the accident
message posted by the vehicle accident detector service
engine 416 is passed to the accident alert application 422
(step 1916).

At step 1920, the accident alert application requests
location information from the GPS device 420 that is
interconnected to the communications interface system 104
through a Bluetooth wireless interface at a GPS service
engine 416. The request is formatted as required by the GPS
service engine 416 and passed to the GPS service engine
416. At step 1924, the requested information is returned to
the accident alert application.

At step 1928, the accident alert application 422 instructs
the telephone 124 interconnected to the communications
interface system 104 to dial an emergency service center.
The accident alert application 422 sends the location infor-
mation to a text to speech module (step 1932), and the
location of the vehicle is passed to an emergency service
center operator verbally (step 1936).

From the example scenario presented in connection with
FIG. 19, it can be appreciated that embodiments of the
present invention may aggregate available services using a
number of different communication links to provide
enhanced user services. Furthermore, apart from sending
and receiving messages required to advertise and subscribe
to services and events, applications and services do not need
to be specially adapted to interoperate through or in con-
nection with the communications interface system. Further-
more, it can be appreciated that devices can communicate
with one another through the communications interface
system 104 using their native communication capabilities. In
particular, by providing a number of different communica-
tion interfaces by which devices or remote platforms may
communicate with the communications interface system
104, such as wired interfaces 324 or wireless interfaces 328,
a number of different communication link technologies can
be supported.

With reference now to FIG. 20, the use of a communica-
tions interface system 104 in an exemplary scenario accord-
ing to which operating parameters associated with the
vehicle are provided to a remote service center for diagnos-
tic purposes is illustrated. In particular, a communication
interface system 104 located within a vehicle 2004 is
interconnected to the vehicle bus 2008 through a device
420.1 comprising a vehicle electronics interface, such as an
OBD-II interface. A service engine 416 provided as part of
the communications interface system 104 is provided for the
vehicle electronics interface 420.1.

Data obtained from the vehicle bus 2008 may be provided
by the service engine 420.1 to a communications interface
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420.1 comprising a local area network (LAN interface), and
passed by the LAN interface 424.1 to a remote platform
120.1. The remote platform 120.1 may comprise a wide area
network data platform. The remote platform 120.1 includes
a communications interface 424.2 that is complementary to
the LAN interface 424.1. From the LAN interface 424.2 on
the WAN data platform 120.1, the data that was obtained
from the vehicle bus 2008 may be passed to a communica-
tions interface 424.3 comprising a wide area network inter-
face (WAN interface), also on the WAN data platform 120.1.

The WAN interface 424.3 may then transmit the data to a
complementary communication interface 424.4 associated
with a service center 2012. Furthermore, the communica-
tions interface 424.4 or WAN interface associated with the
service center 2012 may be provided as part of a remote
platform 120.2 (i.e., a connection framework process 210
enabled platform). Alternatively, the communications inter-
face 424.4 associated with the service center 2012 may
comprise a device 420.2, in which case the WAN interface
424 .3 of the WAN data platform 120.1 in the vehicle 2004
is in communication with that platform’s local area network
communication interface 424.2 through a service engine 416
(not shown in FIG. 20). From the wide area network
interface 424 associated with the service center 2012, the
data obtained from the vehicle bus 2008 is provided to a
service facility 2016. The service facility may be part of a
device 420.2 incorporting the WAN interface 424.4, or may
interconnect to a remote platform 120.2 as a separate device
420.

The communications interface system 104 may comprise
a connection framework process 210 enabled cellular tele-
phone 124, in which case the communications interface
system 104 may include a cellular telephone communica-
tions interface 424.5. As can be appreciated by one of skill
in the art from the description provided herein, such a
cellular communication interface 424.5 may provide an
alternate means for delivering data from the vehicle bus
2008 to a service center 2012.

Various communication link technologies may be associ-
ated with the described communication interfaces 424 in
connection with FIG. 20. For instance, in addition to a
cellular communication interface 424.5, a communications
interface system 104 may include a local area network
communication interface 424.1 comprising a wireless local
area network, such as a WiFi interface. In general, the local
area network interface 424.2 associated with the remote
platform 120.1 supports the communication link technology
applied by the local area network interface 424.1 of the
communications interface system 104. Accordingly, con-
tinuing the present example, the local area network interface
424 .2 of the remote platform 120.1 may comprise a wireless
local area network, such as WiFi. Examples of communi-
cation link technologies used by a wide area network
interface 424.3 provided as part of a remote platform 120.1
include WiMax or WiMobile. The wide area network inter-
face 424.4 associated with the service center 2012 may then
support the communication link technology of the wide area
network interface 424.4 of the remote platform 120.1.

As can be appreciated by one of skill in the art, various
components, such as connection framework processes 210
or service engines 416 that may be associated with commu-
nications interface systems 104 or remote platforms 120
have been omitted from FIG. 20 for clarity of the associated
description. However, such components may be included, as
described elsewhere herein. In addition, it should be appre-
ciated that communications between a service center 2012
and a vehicle bus 2008 may be bi-directional. For example,
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in response to data regarding vehicle parameters provided to
the service center 2012, the service center 2012 may issue
instructions that result in a modification of the operation of
the vehicle 2004.

From the description provided herein, it can also be
appreciated that a communications interface system 104
may function as a hub enabling the interoperation of, includ-
ing the exchange of data between, different devices and/or
applications. Furthermore, when used in connection with
one or more remote platforms, a number of such hubs may
be interconnected.

Although various examples provided herein have
described the deployment of communications interface sys-
tems 104 in vehicles, it should be appreciated that the
present invention is not so limited. In particular, embodi-
ments of the present invention may be deployed in or
adapted for any use where interoperability between devices
and applications, without requiring extensive prearrange-
ment of protocols and messages, is desired. For example,
communications interface system 104 functionality as
described herein may be usefully deployed in connection
with stationary or mobile work stations to provide flexible
capabilities as devices available to the communications
interface system 104 change.

The foregoing discussion of the invention has been pre-
sented for purposes of illustration and description. Further,
the description is not intended to limit the invention to the
form disclosed herein. Consequently, variations and modi-
fications commensurate with the above teachings, within the
skill and knowledge of the relevant art, are within the scope
of the present invention. The embodiments described here-
inabove are further intended to explain the best mode
presently known of practicing the invention and to enable
others skilled in the art to utilize the invention in such or in
other embodiments with various modifications required by
their particular application or use of the invention. It is
intended that the appended claims be construed to include
the alternative embodiments to the extent permitted by the
prior art.

What is claimed is:

1. An information transfer apparatus, comprising:

a central system for managing service related information
related to services available for use including a first
service, the central system including a connection
framework process that provides a services table;

at least a first application that processes application
related information;

at least a first service engine having said first service
associated therewith and being in communication with
said central system for providing at least a first function
to be used by said first application;

at least a first information source in communication with
said first service engine from which said application
related information can be obtained and provided via
said first service engine to said first application for
processing using said first application, wherein at least
said first service is listed in said services table, wherein
said at least a first service is advertised by a services list
including at least a portion of said services table, and
wherein said first service is discovered by said first
application from said services list; and

at least a first communication interface in communication
with at least each of said central system and said first
service engine, said first communication interface for
providing compatibility of communications between
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said central system and communications link technol-
ogy communicable with said first communication inter-
face;

wherein said central system is used to establish a first

communications path for said first communication
interface to said first service engine by providing said
first communication interface with information for con-
necting to said first service and the communication
interface storing the information for connecting to said
first service in a services map and, after a communi-
cation channel between said first communication inter-
face and said first service being established, said first
communication interface is used in obtaining said
application related information from said information
source and providing said application related informa-
tion to said first application using said communication
channel, wherein said communication channel does not
include said connection framework process.

2. The apparatus of claim 1 wherein said central system
also communicates with said first service engine to obtain
state information therefrom and also to alert said first service
engine of a communication between said first service engine
and said first application.

3. The apparatus of claim 1 in which said first commu-
nication interface communicates with said first service
engine using said first application.

4. The apparatus of claim 1 further including a second
application executable on an external system that can use
said first communication interface to access said first service
engine.

5. The apparatus of claim 1 wherein said central system
includes an operating system, a controller having at least one
processor and memory, with at least portions of said memory
storing said service related information for use by at least a
second application.

6. The apparatus of claim 1 wherein said first application
includes a vehicle diagnostic application that communicates
directly with said central system.

7. The apparatus of claim 1 wherein said first service
engine associates with at least one of: a global positioning
system (GPS), Media Oriented Systems Transport (MOST),
an onboard vehicle diagnostics (OBD-11), a controller area
network (CAN), and a universal serial bus (USB).

8. The apparatus of claim 1 wherein said communications
link technology includes at least one of: a universal serial
bus (USB), transport control protocol/universal datagram
protocol (TCP/UDP), a controller area network (CAN) and
a RS-232 serial port.

9. The apparatus of claim 1 wherein said communications
link technology involves wireless technology and relates to
at least one of: WiFi, ultra wideband (UWB) Bluetooth,
personal area networking, COMA, DATATAC, GSM/GPRS/
EDGE, UMTS, Mobitex and an integrated digital enhanced
network interface.

10. The apparatus of claim 1 wherein said first commu-
nication interface receives a message from said central
system and uses said message to create said services map
that maps said first service to a first communication port
assigned by said first communication interface.

11. The apparatus of claim 1 wherein said first commu-
nication interface provides a message to an external system
indicating that said first service is available and also indi-
cating the manner by which said first service is to be
referenced by said external system.

12. The apparatus of claim 1 wherein said first interface
manager creates a mapping table that correlates at least a
first remote service associated with an external system to a
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second communication path used to access said first infor-
mation source through first service engine.

13. The apparatus of claim 1 further including a second
communication interface included with an external system
that communicates with said first communication interface
using said communications link technology, said second
communication interface sending a message to said first
communication interface manager that includes an identifier
associated with a first remote service engine of said external
system, said first communication interface correlating an
address with said first remote service engine.

14. The apparatus of claim 13 wherein said first commu-
nication interface maps said address to said communications
link technology.

15. The apparatus of claim 14 wherein said communica-
tions link technology relates to at least one of: a universal
serial bus (USB), a transport control protocol/universal
datagram protocol (TCP/UDP), a controller area network
(CAN) and a RS-232 serial port.

16. The apparatus of claim 13 wherein said second
communication interface stores information related to map-
ping said first remote service engine to said address.

17. The apparatus of claim 1 further including an external
system that manages remote services information including
related to at least a first remote service available for use and
in which said external system informs said central system of
said at least first remote service and said central system
informs said external system of said first service.

18. The apparatus of claim 1 wherein said central system
is part of a portable phone.

19. An information transfer apparatus, comprising:

a central system for managing local services information
including related to at least a first local service avail-
able for use, the central system including a connection
framework process providing a services table having a
number of references. wherein each reference identifies
a service and access information for the service;

at least a first local service engine associated with said
first local service in communication with said central
system,

at least a first information source in communication with
said first service engine from which first information
related to said first local service can be obtained;

at least a first application for processing said first infor-
mation, wherein the first application is provided with a
services list by the connection framework process that
includes at least some of the references listed in the
services table;

a local communication interface in communication with at
least said central system for providing compatibility
between said central system and a communications link
technology; and

a remote communication interface in communication with
said local communication interface and being associ-
ated with said communications link technology, said
remote communication interface being part of an exter-
nal system having at least a first remote service avail-
able for uses,

wherein the number of references includes a reference to
the first local service, wherein the number of references
includes a reference to the first remote service, wherein
at least the first local service and the first remote service
are advertised to the first application by the services
list, wherein the first application uses information con-
tained in the services table to establish a communica-
tion channel to access at least one of the first local
service and the first remote service, and wherein the
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communication channel used by the first application to
access said at least one of the first local service and the
first remote service does not pass through the connec-
tion framework process.
20. The apparatus of claim 19 wherein said first applica-
tion is part of said external system and in which said first
application obtains said first information for processing
using said remote communication interface and said local
communication interface, wherein the remote communica-
tion interface obtains a copy of the services table from the
central system via the local communication interface, and
wherein the first application is provided with a copy of the
services table by the remote communication interface.
21. The apparatus of claim 19 wherein said first applica-
tion communicates directly with said central system and is
not part of said external system and in which said first
application obtains said first information for processing
using said first service engine.
22. The apparatus of claim 19 wherein said first applica-
tion is not part of said external system.
23. The apparatus of claim 19 wherein said external
system informs said central system of said at least first
remote service being available for use and said central
system informs said external system of said at least first local
service being available for use.
24. A method for communicating using a central system,
a first service engine in communication with said central
system, a first application in communication with said
central system and said first service engine, a connection
framework process, and a first information resource for
providing first information, comprising:
said first service engine sending a post services message
to said connection framework process to report services
available from said first information resource through
said first service engine, said services including at least
a first service operable to provide said first information;

listing an identification of and access information for the
first service in a services table:

invoking said first application to be used in processing

said first information;

discovering the first service by said first application,
wherein said discovering includes sending an establish
message to said connection framework process over a
public control channel, wherein a channel for direct
communication between the connection framework
process and said first application is established,
wherein said first application sends a query services
message to the connection framework process, and
wherein said first application is provided with a ser-
vices list message from the connection framework
process that includes a list of services that are available
to the first application;

the first application identifying the first service in the
service list and requesting the first service;

in response to the request for the first service, the first
service engine creating a service instance communica-
tion channel to enable the first application to access the
first service and communicating an identification of the
service instance communication channel to the connec-
tion framework process, wherein the connection frame-
work process provides the identification of the service
instance communication channel to the first applica-
tion;

communicating directly said first information from said
first service engine to said first application, after said
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establishing, using said service instance communica-
tion channel independently of said connection frame-
work process.

25. The method of claim 24 further including providing a
local communication interface in communication with at
least the central system for providing compatibility of com-
munication between the central system and communications
link technology for establishing a communications connec-
tion to an external system and in which the method further
includes assigning at least the first service engine an iden-
tifier that can be used by said external system when using
said first local service.

26. The method of claim 25 wherein said local commu-
nication interface stores information that correlates at least
a first remote service included with said external system and
a first local communications path that is not part of said
external system.

27. The method of claim 26 further including providing a
remote communication interface in communication with
said local communication interface and in which said remote
communication interface stores information correlating said
first remote service with said first local communications path
and also stores information correlating said first local service
with a second local communications path that is not part of
said external system.

28. The method of claim 24, wherein the query services
message sent by the first application to the connection
framework process specifies a requested service.

29. The method of claim 24, wherein the services table
includes services that the first application is not authorized
to access, and wherein the service list message does not list
any services that the first application is not authorized to
access.

30. An information transfer apparatus, comprising:

a central system for managing information related to a

number of services;

a number of service engines, wherein at least one of the
number of services is associated with each of the
number of service engines;

a services table, wherein an entry for each of the number
of services is included in the services table, the services
table including:

20

25

30

35

40

36

for each service included in the number of services, an
identification of the service,

for each service included in the number of services,
information needed to establish a connection to the
service,

wherein the services table advertises the number of ser-
vices;

a communication interface, wherein the communication
interface provides access to the services table, wherein
the communication interface provides for discovery of
a first service included in the number of services from
the services table, and wherein the communication
interface provides access to the first service.

31. The apparatus of claim 30, further comprising:

an application, wherein the application discovers the first
service through the services table, wherein following
the discovery the application is in communication with
a first service engine included in the number of service
engines that is associated with the first service, and
wherein the application at least one of: 1) receives
information from the first service via the first service
engine included in the number of service engines, and
2) provides information to the first service via the first
service engine included in the number of service
engines.

32. The apparatus of claim 31, wherein the application
accesses the services table and the first service engine
through the communication interface.

33. The apparatus of claim 32, wherein the services table
is accessed by the application through the communication
interface using a first communication path, and wherein the
number of services are accessed by the application through
the communication interface using a second communication
path.

34. The apparatus of claim 31, further comprising:

a first port, wherein the first service at least one of
provides information to and receives information from
the first service engine through the first port.



